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Mobile apps that use location data are pervasive, spanning domains such as transportation, urban planning and healthcare.

Important use cases for location data rely on statistical queries, e.g., identifying hotspots where users work and travel.

Such queries can be answered eiciently by building histograms. However, precise histograms can expose sensitive details

about individual users. Diferential privacy (DP) is a mature and widely-adopted protection model, but most approaches for

DP-compliant histograms work in a data-independent fashion, leading to poor accuracy. The few proposed data-dependent

techniques attempt to adjust histogram partitions based on dataset characteristics, but they do not perform well due to

the addition of noise required to achieve DP. In addition, they use ad-hoc criteria to decide the depth of the partitioning.

We identify density homogeneity as a main factor driving the accuracy of DP-compliant histograms, and we build a data

structure that splits the space such that data density is homogeneous within each resulting partition. We propose a self-tuning

approach to decide the depth of the partitioning structure that optimizes the use of privacy budget. Furthermore, we provide

an optimization that scales the proposed split approach to large datasets while maintaining accuracy. We show through

extensive experiments on large-scale real-world data that the proposed approach achieves superior accuracy compared to

existing approaches.

CCS Concepts: · Security and privacy→ Privacy protections.

Additional Key Words and Phrases: Location Protection, Diferential Privacy

1 INTRODUCTION

Statistical analysis of location data, typically collected by mobile apps, helps researchers and practitioners

understand patterns within the data, which in turn can be used in various domains such as transportation, urban

planning and public health. At the same time, signiicant privacy concerns arise when locations are directly

accessed. Sensitive details about individuals, such as political or religious ailiations, alternative lifestyle habits,

etc., can be derived from users’ whereabouts. Therefore, it is essential to account for user privacy and protect

location data.
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Diferential privacy (DP) [9] is a powerful protection model that allows answering aggregate queries (e.g.,

count, sum) while hiding the presence of any speciic individual within the data. In other words, the query

results do not permit an adversary to infer with signiicant probability whether a certain individual’s record is

present in the dataset or not. DP achieves protection by injecting random noise in the query results according

to well-established rules. It is a powerful semantic model adopted by both government entities (e.g., Census

Bureau) as well as major industry players. In contrast with syntactic approaches, such as �-anonymity [28] or

ℓ-diversity [20], DP provides formal security guarantees that achieve protection even against adversaries with

access to background knowledge.

In the location domain, existing DP-based approaches build a spatial index structure, and perturb index node

counts using random noise. Subsequently, queries are answered based on the noisy node counts. Building DP-

compliant index structures has several beneits: irst, querying indexes is a natural approach for most existing

spatial processing techniques; second, using an index helps quantify and limit the amount of disclosure, which

becomes infeasible if one allows arbitrary queries on top of the exact data; third, query eiciency is improved.

Due to large amounts of background knowledge data available to adversaries (e.g., public maps, satellite imagery),

information leakage may occur both from query answers, as well as from the properties of the indexing structure

itself. To deal with the structure leakage, initial approaches used data-independent index structures, such as

quad-trees, binary space partitioning trees, or uniform grids (UG). No structural leakage occurred, and the

protection techniques focused on improving the signal-to-noise ratio in query answers. However, such techniques

perform poorly when the data distribution is skewed.

Recently, data-dependent approaches emerged, such as adaptive grids (AG), or kd-tree based approaches [16, 23].

AG overcomes the rigidity of UG by providing a two-level grid, where the irst level has ixed granularity, and

the second uses a granularity derived from the coarse results obtained from the irst level. While it achieves

improvement, it is still a rather blunt tool to account for high variability in dataset density, which is quite typical

of real-life datasets. More sophisticated approaches tried to build kd-trees or R-trees in a DP-compliant way,

but to do so they used DP mechanisms such as the exponential mechanism (EM) (discussed in Section 2) which

are diicult to tune and may introduce signiicant errors. In fact, the work in [23] shows that data-dependent

structures based on EM fail to outperform AG.

Our proposed Homogeneous Tree Framework (HTF) is addressing the problem of DP-compliant location protec-

tion using a data-dependent approach that focuses on building index structures with homogeneous intra-node

density. Our key observation is that density homogeneity is the main factor inluencing the signal-to-noise ratio

for DP-compliant spatial queries (we discuss this aspect in detail in Section 3). Rather than using complex mecha-

nisms like EM which have high sensitivity, we derive theoretical results that can directly link index structure

construction with intra-node data density based on the lower-sensitivity Laplace mechanism (introduced in

Section 2). This novel approach allows us to build efective index structures capable of delivering low query error

without excessive consumption of privacy budget. HTF is custom-tailored for capturing areas of homogeneous

density in the dataset, which leads to signiicant accuracy gains. Our speciic contributions are1.:

• We identify data homogeneity as the main factor inluencing query accuracy in DP-compliant spatial data

structures;

• We propose a custom technique for homogeneity-driven DP-compliant space partitioning based on the

Laplace mechanism, and we perform an in-depth analysis of its sensitivity;

• We derive efective DP budget allocation strategies to balance the noise added during the building of the

structure with that used for releasing query answers;

1This submission is an extended version of the work in [25]; additional contributions include a technique for automatic tuning of structure

height in order to optimize privacy budget utilization (Section 5); and a method that enhances query accuracy for large datasets (Section 6).

We also provide additional experiments in Sections 7.6 and 7.7
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Fig. 1. System model for private location histograms.

• We propose a set of heuristics to automatically tune data structure parameters based on data properties,

with the objective of minimizing overall error in query answering;

• We devise a stop condition strategy that allows self-tuning of the partitioning structure height in order to

optimize the utilization of the privacy budget;

• We provide an extension of HTF designed to preserve accuracy of queries in the case of very large input

datasets;

• We perform an extensive empirical evaluation showing that HTF outperforms existing state-of-the-art on

real and synthetic datasets under a broad range of privacy requirements.

The rest of the paper is organized as follows: Section 2 presents background information and introduces the

problem deinition. Section 3 provides the overview of the proposed framework, followed by technical details in

Section 4. We evaluate our approach empirically against the state-of-the-art in Section 5. We survey related work

in Section 6 and conclude in Section 7.

2 BACKGROUND AND DEFINITIONS

Private publication of location histograms follows the two-party system model shown in Fig. 1. The data

owner/curator irst builds an exact histogram with the distribution of locations on the map. Non-trusted

users/analysts are interested in learning the population distribution over diferent areas, and perform statistical

queries. The goal of the curator is to publish the location histogram without the privacy of any individual being

compromised. To this end, the exact histogram undergoes a sanitizing process according to DP to generate

a private histogram. In our proposed method, a tree-based algorithm is applied for protection, and the tree’s

nodes, representing a private histogram of the map, are released to the public. Analysts/researchers ask unlimited

count queries that are answered from the private histogram. Furthermore, they may download the whole private

histogram, and the protection method remains strong enough to protect the identity of individuals in the database.

2.1 Diferential Privacy

Consider two databases D and D′ that difer in a single record � , i.e., D′ = D
⋃

{�} or D′ = D\{�}. � and � ′

are commonly referred to as neighboring or sibling.

Deinition 1 (�-Diferential Privacy[8]). A randomized mechanism A provides �-DP if for any pair of neighbor

datasets � and � ′, and any � ∈ ����� (A),

�� (A(D) = �)

�� (A(D′) = �)
≤ �� (1)

ACM Trans. Spatial Algorithms Syst.
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Table 1. Summary of notations.

Symbol Description

�tot Total privacy budget

�height, �data
Height estimation, data perturbation bud-

get

�prt, �
′
prt, �

′′
prt

Partitioning budget: total, per level, per

round

�� Objective function output for index k

�� �
Number of data points in row � and col-

umn �

ℎ Tree height

Parameter � is referred to as privacy budget. �-DP requires that the output � obtained by executing mechanism

A does not signiicantly change by adding or removing one record in the database. Thus, an adversary is not

able to infer with signiicant probability whether an individual’s record was included or not in the database.

There are two common methods to achieve diferential privacy: the Laplace mechanism and the exponential

mechanism (EM). Both approaches are closely related to the concept of sensitivity, which captures the maximal

diference achieved in the output by adding or removing a single record from the database.

Deinition 2 (�1-Sensitivity[9]). Given sibling datasets D, D′ the �1-sensitivity of a set � = {�1, . . . , ��} of

real-valued functions is:

Δ� =���
∀D,D′

�︁

�=1

|�� (D) − �� (D
′) |

2.1.1 LaplaceMechanism (LM). LM adds to the output of a query function � noise drawn from Laplace distribution

Lap(�) with scale �, where � depends on two factors: sensitivity and privacy budget.

Lap(� |�) =
1

2�
�−|� |/� where � =

Δ�

�
(2)

To simplify notation, we denote Laplace noise by Lap(
Δ�

�
), as it only depends on the sensitivity and budget.

2.1.2 Exponential Mechanism (EM). EM achieves �-DP when the output of a computation is not numerical.

With EM, the output is drawn from a probability distribution chosen based on a utility function. Consider the

generalized problem where for an input � , output � is chosen from the space denoted by � , i.e. � ∈ � . The utility

function � takes as input two parameters � and � , and returns a real value � measuring the quality of � as a

solution for the input � . EM aims to determine in a diferentially private way����∈� {� (�, �)}. In general a single

record may have a signiicant impact on the utility, hence the required noise may grow large, leading to poor

accuracy.

An important property of DP is composability [10] which helps quantify the amount of privacy attained when

multiple functions are evaluated on the data. Sequential composition speciies that running in succession multiple

mechanisms that satisfy DP with privacy budgets �1, �2, ..., �� , results in �-diferential privacy where � =
∑�

�=1 �� .

Conversely, when mechanisms are applied on disjoint data partitions, parallel composition states that the budget

consumption is max��=1 �� .

ACM Trans. Spatial Algorithms Syst.
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(a) (b)

Fig. 2. Example of HTF partitioning. The dashed rectangles show the query.

2.2 Problem Formulation

Consider a two-dimensional location dataset � discretized to an arbitrarily-ine � × � grid. Each point is

represented by its corresponding rectangular cell in the grid. We study the problem of releasing DP-compliant

histograms to answer count queries as accurately as possible. Cell counts are modeled via an � ×� frequency

matrix, in which the entry in the ��ℎ row and ��ℎ column represents the number of records located inside cell

(�, �) of the grid.

A DP histogram is generated based on a non-overlapping partitioning of the frequency matrix by applying

methods to preserve �-DP. The DP histogram consists of the boundary of partitions and their noisy counts, where

each partition consists of a group of cells.

Let us denote the total count of a partition with � cells by � and its noisy count by � . There are two sources

of error in answering a query. The irst is referred to as noise error, which is due to Laplace noise added to the

partition count. The second source of noise is referred to as uniformity error and arises when a query has partial

overlap with a partition. An assumption of uniformity is made within the partition, and the answer per cell is

calculated as �/�.

For example, consider the 3 × 3 grid shown in Fig. 2a, where each count represents the number of data points

in the corresponding cell. The cells are grouped in four partitions �1, �2, �3, and �4, each entailing 0, 12, 4 and 2

data points, respectively. Independent noise with the same magnitude is added to each partition’s count denoted

by �1, �2, �3, and �4, and released to the public as a DP histogram. The result of the query shown by the dashed

rectangle can be calculated as (12 + �2)/4 + (2 + �4)/2.

Problem 1. Generate a DP histogram of dataset � , such that the expected value of relative error (MRE) is

minimized, where for a query � with the true count � and noisy count � RE is calculated as

��� (�) =
|� − � |

�
× 100 (3)

In the past, several approaches have been developed for Problem 1. Still, current solutions have poor accuracy,

which limits their practicality. Some methods tend to perform better when applied to speciic datasets (e.g.,

uniform) and quite poorly when applied to others. Limitations of existing work have been thoroughly evaluated

in [14], and we review them in Section 8.

ACM Trans. Spatial Algorithms Syst.
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3 HOMOGENEOUS-TREE FRAMEWORK

Our proposed approach relies on two key observations to reduce the noise error and uniformity error. To address

noise error, one needs to carefully calibrate the sensitivity of each operation performed, in order to reduce the

magnitude of required noise. We achieve this objective by carefully controlling the depth of the indexing structure.

To control the impact of uniformity error, we guide our structure-construction algorithm such that each resulting

partition (i.e., internal node or leaf node) has a homogeneous data distribution within its boundaries.

Homogeneity ensures that uniformity error is minimized, since a query that does not perfectly align with

the boundaries of an internal/leaf node is answered by scaling the count within that node in proportion with

the overlap between the query and the node. None of the existing works on DP-compliant data structures

has directly addressed homogeneity. Furthermore, conventional spatial indexing structures (designed for non-

private data access) are typically designed to optimize criteria other than homogeneity (e.g., reduce node area or

perimeter, control the data count balance across nodes). As a result, existing approaches that use such structures

underperform when DP-compliant noise is present.

We propose a Homogeneous-Tree Framework (HTF) which builds a customized spatial index structure specif-

ically designed for DP-compliant releases. We address directly aspects such as selection of structure height,

a homogeneity-driven node split strategy, and careful tuning of privacy budget for each structure level. Our

proposed data structure shares similarities with kd-trees, due to the speciic requirements of DP: namely, (1)

nodes should not overlap, since that would result in increased sensitivity, and (2) the leaf set should cover the

entire data domain, such that an adversary cannot exclude speciic areas by inspecting node boundaries. However,

as shown in previous work, using kd-trees directly for DP releases leads to poor accuracy [7, 14].

Similar to kd-trees, HTF divides a node into two sub-regions across a split dimension, which is alternated

through successive levels of the tree. The root node covers the whole dataspace. Figure 2b provides an example

of a non-private simpliied version of the proposed HTF construction applied on a 3 × 3 grid (frequency matrix).

HTF consists of three steps:

(A) Space partitioning aims to ind an enhanced partitioning of the map such that the accuracy of the private

histogram is maximized. HTF performs heuristic partitioning based on a homogeneity metric we deine. At every

split, we choose the coordinate that results in the highest value of the homogeneity metric. For example, in

the running example (Fig. 2b) node �1 is split into �1 and �2, which are homogeneous partitions. However, the

metric evaluation is not straightforward in the private case, as metric computation for each candidate split point

consumes privacy budget. We use the Laplace mechanism to determine an advantageous split point without

consuming large amounts of budget. As part of HTF, a search mechanism is used to select plausible candidates for

evaluation and ind a near-optimal split position. The total privacy budget allocated for the private partitioning is

denoted by �prt.

(B) Data sanitization starts by traversing the tree generated in the partitioning step. At each node, a certain

amount of budget is used to perturb the node count using the Laplace mechanism. Based on the sanitized count,

HTF evaluates the stop condition (i.e., whether to follow the downstream path from that node or release it as is),

which is an important aspect in building private data structures. The private evaluation of stop conditions enables

HTF to avoid over- or under-partitioning of the space, and preserve good accuracy. Revisiting the example in

Fig. 2b, suppose that we do not want to further partition the space when the number of data points in a node is

less than 7. Once HTF reaches node �2, the actual node count (6) is noise-perturbed. The value of the sanitized

count may be less than 7 after sanitization, leading to pruning at �2 and stopping further partitioning. Finally,

the tree’s leaf set (i.e., sanitized count of each leaf node) is released to the public. The total budget used for data

sanitization is denoted by �data.

ACM Trans. Spatial Algorithms Syst.
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(C) Height estimation is another important HTF step. Tree height is an important factor in improving accuracy,

as it inluences the budget allocated at each index level. HTF dedicates a relatively small amount of budget (�height)

to determine an appropriate height.

The total budget consumption of HTF (�tot) is the sum of budgets used in each of the three steps:

�tot = �prt + �data + �height (4)

The DP composition rules in the case of HTF apply as follows:

• Sequential decomposition: The sum of budgets used for node splits along every tree path adds up to the

total budget available for partitioning.

• Parallel decomposition: The budget allocated for partitioning nodes in the same level is independent, since

the nodes at the same level have non-overlapping extents.

4 TECHNICAL APPROACH

Section 4.1 introduces the split objective function used in HTF, and provides its sensitivity analysis. Section 4.2

focuses on HTF index structure construction. Section 4.3 presents the data perturbation algorithm used to protect

leaf node counts.

4.1 Homogeneity-based Partitioning

Previous approaches that used kd-tree variations for DP-compliant indexes preserved the original split heuristics

of the kd-tree: namely, node splits were performed on either median or average values of the enclosed data points.

To preserve DP, the split positions were computed using the exponential mechanism (Section 2) which computes

a merit function for each candidate split. However, such an approach results in poor query accuracy [14].

We propose homogeneity as the key factor for guiding splits in the HTF index structure. This decision is based

on the observation that if all data points are uniformly distributed within a node, then the uniformity error that

results when intersecting that node with the query range is minimized. At each index node split, we aim to

obtain two new nodes with a high degree of intra-node density homogeneity. Of course, since the decision is

data-dependent, the split point must be computed in a DP-compliant fashion.

For a given node of the tree, suppose that the corresponding partition covers� ×� cells of the � ×� grid

(i.e., frequency matrix), in which the count of data points located in its ��ℎ row and ��ℎ column is denoted by �� � .

Without loss of generality, we discuss the partitioning method w.r.t. the horizontal axis (i.e., rows). The aim is to

ind an index � which groups rows 1 to � into one node and rows � + 1 to� into another, such that homogeneity

is maximized within each of the resulting nodes (we also refer to resulting nodes as clusters). We emphasize that

the input grid abstraction is used in order to obtain a inite set of candidate split points. This is diferent than

alternate approaches that use grids to obtain DP-compliant releases. Furthermore, the frequency matrix can be

arbitrarily ined-grained, so discretization does not impose a signiicant constraint.

The proposed split objective function is formally deined as:

�� =

�︁

�=1

�︁

�=1

|�� � − �1 | +

�︁

�=�+1

�︁

�=1

|�� � − �2 |, (5)

where

�1 =

∑�
�=1

∑�
�=1 �� �

� ×�
, �2 =

∑�
�=�+1

∑�
�=1 �� �

(� − �) ×�
. (6)

The optimal index �∗ minimizes the objective function.

�∗ = argmin
�

�� (7)
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Consider the example in Figure 2b and the partitioning conducted for node �1. There exist three possible ways

to split rows of the frequency matrix: (i) separate the top row of cells resulting in clusters {[0,0]} and {[3,3],[3,3]}

yielding the objective value of zero in Eq. (5); (ii) separate the bottom row of cells resulting in two clusters

{[0,0],[3,3]} and {[3,3]} yielding the objective value of 6, or (iii) no division is performed, yielding the objective

value of 8. Therefore, the proposed algorithm will select the irst option (�∗=2), generating two nodes �1 and �2.

Note that the value of �∗ is not private, since individual location data were used in the process of calculating

the optimal index. Hence, a DP mechanism is required to preserve privacy. Thus, we need to assess the sensitivity

of �∗, which represents the maximum change in the split coordinate that can occur when adding or removing a

single data point. The sensitivity calculation is not trivial, since a single data point can cause the optimal split to

shift to a new position far from the non-private value. Another challenge is that the exponential mechanism,

commonly used in literature to select candidates from a set based on a cost function, tends to have high sensitivity,

resulting in low accuracy.

4.1.1 Baseline Split Point Selection. We propose a DP-compliant homogeneity-driven split point selection

technique based on the Laplace mechanism. As before, consider� ×� frequency matrix of a given node and a

horizontal dimension split. Denote by �� the objective function for split coordinate � among the � candidates.

There are� possible outputs O = (�1, �2, ..., �� ), one for each split candidate. In a non-private setting, the index

corresponding to the minimum �� value would be chosen as the optimal division. To preserve DP, given that the

partitioning budget per computation is �′′prt, we add independent Laplace noise to each �� , and then select the

optimal value among all noisy outputs.

O = (�1, �2, ..., �� ) = O + Lap(2/�
′′
prt), (8)

where Lap(2/�′′prt) denotes a tuple of � independent samples of Laplace noise. Note that since the grid is ixed,

enumerating split candidates as cell coordinates is data-independent, hence does not incur disclosure risk. The

Laplace noise added to each �� is calibrated according to a sensitivity of 2, as proved in Theorem 1:

Theorem 1 (Sensitivity of Partitioning). The sensitivity of cost function �� for any given horizontal or

vertical index � is 2.

Proof. In the calculation of objective function � for a given index � , adding or removing an individual data

point afects only one cell and the corresponding cluster. The objective function for split point � can be written as

�� =

�︁

�=1

�︁

�=1

|�� � − �1 | +

�︁

�=�+1

�︁

�=1

|�� � − �2 |, (9)

The modiied objective function value following addition of a single record to an arbitrary cell ��� can be

represented as

� ′� =

�︁

�=1

�︁

�=1

|�′� � − �
′
1 | +

�︁

�=�+1

�︁

�=1

|�′� � − �
′
2 |. (10)

Without loss of generality, assume that the additional record is located in the irst cluster which results in

�′1 = �1+1/�� , �′2 = �2, and �
′
� � being equal to �� � for all possible � and � except for ��� where we have �

′
�� = ��� +1.

Therefore, the sensitivity of the objective function has value 2 as follows:

Δ�� = �� − �
′
� ≤

2(�� − 1)

��
≤ 2 (11)

ACM Trans. Spatial Algorithms Syst.
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Eq. (11) is derived using the reverse triangle inequality:
�

�

�|�� � − �1 −
1

��
| − |�� � − �1 |

�

�

� ≤
1

��
∀{� � |� ∈ {1, ..., �} ∧ � ∈ {1, ...,� }, � � ≠ ��}

(12)

and
�

�

�|��� + 1 − �1 −
1

��
| − |��� − �1 |

�

�

� ≤
�� − 1

��
(13)

Similarly, the sensitivity upper bound corresponding to an individual record’s removal can be shown to be 2. □

We refer to the above approach as the baseline approach. One challenge with the baseline is that the calculation

of noise is performed separately for each candidate split point, and since the computation depends on all data

points within the parent node, the budget consumption adds up according to sequential composition. This means

that the calculation of each individual split candidate in �� may receive only 1/� of the budget available for that

level.

For large values of � , the privacy budget per computation becomes too small, decreasing accuracy. This leads

to an interesting trade-of between the number of split point candidates evaluated and the accuracy of the entire

release. On one hand, increasing the number of candidates leads to a higher likelihood of including the optimal

split coordinate in the set O; on the other hand, there will be more noise added to each candidate’s objective

function output, leading to the selection of a sub-optimal candidate. Next, we propose an optimization which

inds a good compromise between number of candidates and privacy budget per candidate.

4.1.2 Optimized Split Point Selection. We propose an optimization that aims to minimize the number of split

point candidate evaluations required, and searches for a local minimum rather than the global one. Algorithm 1

outlines the approach for a single split step along the �-axis (i.e., row split). Inputs to Algorithm 1 include (i) the

frequency matrix �� ×� of the parent node, (ii) the total budget allocated for the partitioning per level of the tree

�′prt, and (iii) variable � which bounds the maximum number of objective function computations ś a key factor

indicating the extent of search, and thus of the budget per operation. The proposed approach is essentially a

search tree, determining the candidate split to minimize the objective function’s output. The search starts from a

wide range of candidates and narrows down within each interval until reaching a local minimum, similar to a

binary search.

Let {�, . . . , � } represent the index range where the search is conducted, initially set to the irst and last possible

index of the input frequency matrix. At every iteration of the main ’for’ loop, the search interval is divided

into four equal length sub-intervals, including three inner points and two boundary point. The inner points

are referred to as split indices. The objective function is calculated for each of these candidates, and perturbed

using Laplace noise to satisfy DP. The split corresponding to the minimum value is chosen as the center of the

next search interval, and its immediate ’before’ and ’after’ split positions are assigned as the updated search

boundaries � and � ). Hence, in every iteration, two new computations of the objective function are performed,

except the irst run which has a single computation. Therefore, the total number of private evaluations sums to

(2� + 1) each perturbed with the privacy budget of �′′prt = �′prt/(2� + 1).

4.2 HTF Index Structure Construction

Our proposed HTF index structure is built in accordance to the split point selection algorithm introduced in

Section 4.1. The HTF construction pseudocode is presented in Algorithm 2. Each node stores the rectangular

spatial extent of the node (���� .region), its children (���� .left and ���� .right), real data count (���� .count), noisy

count (���� .ncount), and the node’s height in the tree.

ACM Trans. Spatial Algorithms Syst.
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Algorithm 1 Near-optimal Split Point Estimator

1: function GetSplitPoint( �� ×� , �
′
prt, ���� , � )

Input: Frequency matrix (�� ×� ), level partitioning budget (�
′
prt), split axis (����), search depth (� ).

Output: Split coordinate

2: �′′prt ← �′prt/(2� + 1)

3: � ← 1, � ← (���� == 0)?� : � #���� = 0 means �-split

4: � ← ⌊(� − �)/2⌋

5: Compute �� at ���� according to Eq. (5)

6: �� ← �� + Lap(2/�′′prt)

7: while � ≤ � and � > 0 do

8: �1 ← ⌊(� − �)/2⌋

9: �2 ← ⌊(� − �)/2⌋

10: Compute ��1 and ��2 at ���� according to Eq. (5)

11: ( ��1, ��2 )← ( ��1, ��2 ) + Lap(2/�′′prt)

12: ��������� ←���(�� 1, �� , �� 2)

13: if ��������� = �� then

14: � ← �1, � ← �2
15: else if ��������� = �� 1 then

16: � ← �, � ← �1
17: else

18: � ← �, � ← �2

19: � ← � − 1

20: return �

The root of the tree represents the entire data domain (� ×� frequency matrix) and its height is denoted by ℎ.

Deciding the height of the tree is a challenging task: a large height will result in a smaller amount of privacy

budget per level, whereas a small one does not provide suicient granularity at the leaf level, decreasing query

precision. We estimate an advantageous height value using a small amount of budget (�height) to perturb the total

number of data records based on the Laplace mechanism:

|� | = |� | + ��� (1/�height). (14)

Next, we set the height to:

ℎ = log2 (
|� |�tot

10
) (15)

The formula is motivated by the work in [23]. The authors show that when data are uniformly distributed in

space, using a grid with a lower granularity of

︄

|� |�tot

�0
×

︄

|� |�tot

�0
improves the mean relative error, where the

value of constant �0 is set to 10 experimentally. We emphasize that the approach does not indicate that the number

of leaves on the tree is
|� |�tot

�0
, but the information contained in this number is merely used as an estimator of

the tree’s height. This estimation is formally characterized in [14] and referred to as scale-epsilon exchangeability

property. The intuition is that the error due to decreasing the amount of budget used for the estimation is ofset

by having a larger number of data points in the entire dataset.
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Algorithm 2 DP space partitioning

1: function PrivatePartitioning(node, �′prt)

Input: Current node, level partitioning budget (�′prt).

Output: Private partitions

2: if ���� .height=0 then

3: return ����

4: ���� ← ���� .height mod 2

5: ����.����� ← ���(����.region)

6: ������ ← GetSplitPoint(���� .FreqMatrix, �′prt, axis, T )

7: �� � �� , ���ℎ�� ← split ���� on ������

8: ���� .leftChild← PrivatePartitioning(�� � ��ℎ��� , �′prt)

9: ���� .rightChild← PrivatePartitioning(���ℎ��ℎ��� , �′prt)

The last input to the algorithm is the budget allocated per level of the partitioning tree. We use uniform budget

allocation to allocate the budget between levels denoted as �′prt = �prt/ℎ.

Starting from the root node, the proposed algorithm recursively creates two child nodes and decreases height

by one. This is done by splitting the underlying area of the node into two hyperplanes based on Algorithm 1. The

division is done on the � dimension if the current height is an even number and in the � dimension otherwise.

The algorithm continues until reaching the minimum height of zero, or to a point where no further splitting is

possible.

4.3 Leaf Node Count Perturbation

Once the HTF structure is completed, the inal step of our algorithm is to release DP-compliant counts for index

nodes, so that answers to queries can be reconstructed from the noisy counts. The total partitioning budget

adds up to �height + �prt, where �height was used to estimate the tree height and �prt budget to generate the private

partitioning tree. The data perturbation step uses the remaining �data amount of budget and releases node counts

according to the Laplace mechanism.

One can choose various strategies to release index node counts. At one extreme, one can simply release a noisy

count for each index node; in this case, the budget must be shared across nodes on the same path (sequential

composition), and can be re-used across diferent paths (parallel composition). This approach has the advantage

of simplicity, and may do well when queries exhibit large variance in size ś it is well-understood that when

perturbing large counts, the relative error is much lower, since the Laplace noise magnitude only depends on

sensitivity, and not the actual count.

However, in practice, queries tend to be more localized, and one may want to allocate more budget to the lower

levels of the structure, where the actual counts are smaller, thus decreasing relative error. In fact, as another

extreme, one can concentrate the entire �data on the leaf level. However, doing so can also decrease accuracy,

since some leaf nodes have very small real counts.

Our approach takes a middle ground, where the available �data is spent to (i) determine which nodes to publish

and (ii) ensure suicient budget remains for the noisy counts. Speciically, we publish only leaf nodes, but these

are not the same leaves returned by the structure construction algorithm. Instead, we perform an additional

pruning step which uses the noisy counts of internal nodes to determine a stop condition, i.e., the level at which a

node count is likely to be small enough that a further recursion along that path is not helpful to obtain good

accuracy. Efectively, we perform pruning of the tree using a small fraction of the data budget, and then split the
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remaining budget among the non-pruned nodes along a path. This helps decrease the efective height of the tree

across each path, and hence the resulting budget per level increases.

Next, we present in detail our approach that contributes two main ideas: (i) how to determine smart stop (or

pruning) conditions based on noisy internal node counts, and (ii) how to allocate perturbation budget across

shortened paths.

The proposed technique is summarized in Algorithm 3: it takes as inputs the root node of the tree generated

in the data partitioning step; the remaining budget allocated for the perturbation of data (�data); a tracker of

accumulated budget (�accu); a stop condition predicate denoted by ���� ; and the nominal tree heightℎ as computed

in Section 4.2. Similar to prior work [7], we use a geometric progression budget allocation strategy, but we enhance

it to avoid wasting budget on unnecessarily long paths. The intuition behind this strategy is to assign more

budget to the nodes located in the lower levels of the tree, since their actual counts are lower, and hence larger

added noise impacts the relative error disproportionately high. Conversely, at the higher levels of the tree, where

actual counts are much higher, the efect of the noise is negligible.

Eq. (16) formulates this goal as a convex optimization problem.

���
�0 ...�ℎ

ℎ︁

�=0

2ℎ−�/�2� (16)

where (17)

ℎ︁

�=0

�� = �, �� > 0 ∀� = 0...ℎ (18)

Writing Karush-Kuhn-Tucker (KKT) [4] conditions, the optimal allocation of budget can be calculated as:

�(�1, ..., �ℎ, �) =

ℎ︁

�=0

2ℎ−�/�2� + �(

ℎ︁

�=0

�� − �) (19)

⇒
��

���
= −

2ℎ−�+1

�3�
+ � = 0 (20)

⇒ �� =
2ℎ−�+1

�1/3
, (21)

and substituting �� ’s in the constraint of problem the optimal budget in the �-th level is derived as

�� =
2(ℎ−� )/3 � (21/3 − 1)

(2(ℎ+1)/3 − 1)
. (22)

The algorithm starts the traversal from the partitioning tree’s root and recursively visits the descendent nodes.

Once a new node is visited, the irst step is to use the node’s height to determine the allocated budget (�′
data

)

based on geometric progression. Recall that the nodes on the same level follow parallel decomposition of the

budget as their underlying areas in space do not overlap. Additionally, the algorithm keeps track of the amount of

budget used so far on the tree, optimizing the budget in later stages. Next, the computed value of �′
data

is utilized

to perturb the ���� .count by adding Laplace noise, resulting in noisy count ���� .ncount.

The stop condition we use takes into account the noisy count in the current internal node (i.e., count threshold);

and the spatial extent of the internal node threshold (i.e., extent threshold). If none of the thresholds is met for

the current node, the algorithm recursively visits the node’s children; otherwise, the algorithm prunes the tree

considering that the current node should be a leaf node. In the latter case, the algorithm subtracts the accumulated

budget used so far on that path from the root, and uses the entire remaining budget available to perturb the
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Algorithm 3 DP data perturbation

1: function Perturber(node, �data, �accu ,���� , ℎ)

Input: Current node, data privacy budget (�data), used budget (�accu), stop condition (����), tree height

(ℎ).

Output: Perturbed counts

2: � ← ����.height

3: �′
data
←

2(ℎ−� )/3 �data (2
1/3 − 1)

(2(ℎ+1)/3 − 1)
4: �accu = �accu + �

′
data

5: ���� .ncount = ���� .count + ��� (1/�′
data
)

6: if ���� .ncount≤ ���� then

7: �remain = �data − �accu
8: ���� .ncount = ���� .count + ��� (1/�remain)

9: ���� .leftChild = ���� .rightChild = null

10: else

11: Perturber(���� .leftChild, �data, �accu, ���� ,ℎ)

12: Perturber(���� .rightChild , �data, �accu, ���� ,ℎ)

count. This signiicantly improves the utility, as geometric allocation tends to save most of the budget for the

lower levels of the tree. Revisiting the example in Figure 2b, suppose that the stop condition is to prune when the

underlying area consists of less than four cells. During the data perturbation process, the node �2 is turned into a

leaf node due to its low number of cells. At this point, the node’s children are removed, and its noisy count is

determined based on the remaining budget available on the lower levels of the tree.

The computational complexity of the HTF algorithm is � ((2� + 1) × 2ℎ). Each internal node of the tree leads

to a split that requires � (2� + 1) computations to search for the split index, and there are
∑ℎ

�=1 2
ℎ−�

= 2ℎ − 1

internal nodes.

5 OPTIMAL ADAPTIVE STOP CONDITIONS

One essential component that determines the accuracy of DP-compliant releases is the strategy that decides when

to stop partitioning, i.e., the stop condition. Most existing studies take an ad-hoc approach to stop conditions,

which often leads to poor accuracy. In most cases, the decision is as simple as comparing the noisy count of a

candidate leaf node with a ixed threshold. This section takes a principled approach to determine when to stop

partitioning. Our strategy is based on a formal analysis on how pruning can enhance the accuracy. Diferentially-

private stop conditions have several important roles, such as: (i) avoid over-partitioning in low-density areas,

(ii) prevent under-partitioning in areas with a high concentration of population, and (iii) signiicantly lower

the existence of negative noisy counts in the published histogram. Findings from the 2020 US census show that

post-processing has more adverse impacts on data utility than the additive Laplace noise used for sanitization [13].

Post-processing deals with aspects such as the removal of negative population counts or unreasonably large

counts for a household. Such a problem can be ixed by using appropriate stop conditions. We focus on this aspect

and on the utility of the Laplace mechanism to formulate optimization problems and derive insights on pruning

thresholds.

Suppose that a given privacy-preserving partitioning algorithm (e.g., HTF) has divided the space such that the

leaf set consists of� non-overlapping partitions with the population counts denoted by �1, �2, ..., �� (note that,

the leaf nodes may reside at diferent levels of the tree; nevertheless, they are disjoint, and they cover the entire
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Algorithm 4 Optimal stop conditions for diferent levels of tree structures

1: function Thresholds(�tot, �data, |� |)

Input: Total privacy budget (�tot), data sanitization budget (�data), sanitized total count |� |.

Output: Optimal population counts.

2: ℎ = log2 (
|� |�tot

10
)

3: for � = 0...ℎ do

4: �� ←
2(ℎ−� )/3 �data (2

1/3 − 1)

(2(ℎ+1)/3 − 1)

5: for � = 0...ℎ do

6: �� ←
− ln ��

��
+
|� | +

∑�
�=1 ln ��/��

�� (
∑�

�=1 1/�� )
return �0, ..., �ℎ

data domain). Moreover, let �1, �2, ..., �� be independent and identically distributed Laplace random variables

used for the sanitization of the leaf counts (i.e., random variables representing the noise drawn to protect each

individual count according to DP). We use Lemma 1 to characterize the utility of the Laplace mechanism.

Lemma 1. The likelihood of utility loss for a random variable � ∼ ��� (�) for every � > 0 is given by,

�� ( |� | > ��) = �−� (23)

Proof. Based on Laplace distribution and assuming that the mean random variable is zero,

Lap(� = � |�) =
1

2�
�−|� |/� (24)

Looking at the cumulative distribution function,

�� (� ≤ �) =

∫ �

−�

1

2�
�

−|� |

� �� (25)

=
1

2�
(

∫ �

0

�

−�

� �� +

∫ 0

−�

�

�

� ��) (26)

=
1

2�
(−2��−�/� + 2�) = 1 − �−�/� (27)

which results in

�� ( |� | > ��) = 1 − �� (� ≤ ��) = �−� (28)

Eq. (23) is derived by substituting � = ��. □

Intuitively, the lemma above provides a means to measure the likelihood of noise to remain below a certain

threshold. Armed with this knowledge, the likelihood of noise not exceeding the partition’s population count for

the ��ℎ partition can be determined by setting the value of � = � �/� and substituting in Eq. (23), as follows:

�� ( |� � | ≤ � � ) = 1 − �� � /� (29)

We formulate the following optimization problem to maximize utility:
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maximize

�︁

�=1

�� ( |� � | < � � ) = � −

�︁

�=1

�−� � /�

subject to

�︁

�=1

� � = �, � � ≥ 0

The above problem can be formulated in two instances. In its direct formulation, it provides the optimal values

for pruning thresholds given the privacy budgets in the various tree levels where the leaf nodes reside. In its

dual formulation, it allows one to derive the optimal privacy budget values for each leaf level, given a set of

count thresholds. HTF, which takes a top-down approach, beneits from the direct problem, as the algorithm

starts by estimating the tree’s height and, consequently, deriving the optimal privacy budget for each level of the

tree. Thus, prior knowledge of the privacy budget can be used to set stop count thresholds on nodes at diferent

heights of the HTF partitioning structure. The dual formulation is not directly applicable to our setting, since it is

diicult in practice to know the leaf counts without irst building the structure. We do include it, however, since

it is of theoretical interest, especially for future work that may consider bottom-up index structure construction.

Consider the estimated number of partitions to be� , and let �1, �2, ..., �� represent additive Laplace noise

random variables such that � � ∼ ��� (1/� � ) for all � = 1...� . The optimization problem can be modiied to the

following equation to derive optimal thresholds �1, �2, ..., �� .

maximize
�1,...,��

� −

�︁

�=1

�−� �� �

subject to

�︁

�=1

� � = �, � � ≥ 0

The convex problem can be solved by writing the equation in the standard form and formulating the Lagrangian

as

� =

�︁

�=1

�−� �� � −� + �(

�︁

�=1

� � − � ) +

�︁

�=1

� �� � (30)

Taking derivatives and using KKT conditions, the optimal solution can be derived as:

� � =
− ln � �

� �
+
� +

∑�
�=1 ln � �/� �

� � (
∑�

�=1 1/� � )
(31)

Algorithm 4 includes in line 6 the optimal stop condition in the equation above for each level of the HTF tree.

For the dual problem, the constraints to derive the optimal values of budgets given the population thresholds

are:

maximize
�1,...,��

� −

�︁

�=1

�−� �� �

subject to

�︁

�=1

� � = �, � � > 0
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Fig. 3. Hierarchical architecture for the publication of a DP-compliant histogram of the USA.

The solution to this optimization problem can be derived as:

� � =
− ln� �

� �
+
� +

∑�
�=1 ln� �/� �

� � (
∑�

�=1 1/� � )
(32)

6 SUPPORTING LARGE-SCALE SPATIAL DATASETS

Existing methods for DP-compliant spatial dataset partitioning, HTF included, are signiicantly inluenced in

terms of both accuracy and execution time by the cardinality of the input datasets. With larger input data, the

decisions that are made at each structure level, e.g., how to choose the split position, what fan-out to use, etc.,

become more complex and more costly in terms of privacy budget as the data scale increases. Most existing

algorithms are evaluated on datasets such as Geolife [36] and TDrive [34], with the population in the order of a

million data points. When using signiicantly larger input datasets, performance deteriorates. In this section,

we propose an approach for the publication of DP-compliant histograms for large-scale spatial datasets, such as

entire countries, that can entail in the order of a hundred million user locations. As a running example, we focus

on the publication of a private histogram for the United States.

An overview of the proposed architecture is shown in Fig. 3. Our proposed design is a hierarchical tree-based

approach in which the entire USA map and the total count of users are represented by the root of the tree. By

moving to lower levels, the spatial areas become more compact. The second level of the tree is dedicated to states,

currently including 50 regions according to USA census data and statistics. Note that, the fanout is determined by

the nature of the administrative partitioning of the territory. E.g., by moving from level 1 to level 2, the spatial

area is divided into 50 non-overlapping partitions.

The states’ descendants are located in the third level and represent counties associated with each state. As

an example, the state of California entails 58 counties modeled as its child nodes. It is essential to consider that

counties of a state do not always thoroughly cover the state. Hence, it is recommended to have an additional node

referred to as unincorporated that indicates the unassigned locations. Such areas are usually either unpopulated

or have a low population. Similarly, the fourth level represents cities located in each county and can accompany

an ’unincorporated’ node modeling locations excluded from the city boundaries.
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We set the threshold upon which the traditional algorithms can be applied to 1 million people. The nodes in

levels 1 to 3 are expected to have populations greater than the threshold as they represent large spatial areas.

We refer to these nodes as static nodes, and the nodes in level 4, which are anticipated to have a population less

than the threshold as dynamic nodes. Dynamic nodes are the ones that HTF and other traditional algorithms are

applicable to, whereas static nodes are usually too populated for this purpose. It is important to note that a static

node may turn into a dynamic node if its population is detected to be less than the threshold in the sanitization

process, as explained next. For example, suppose a county’s population is below the stop count threshold. In that

case, the algorithm directly applies the HTF algorithm on that node instead of further partitioning to cities.

Budget Allocation. The budget allocation procedure difers for static and dynamic nodes. Once a dynamic

node is reached, given that its allocated budget is known, the HTF algorithm can be executed to partition and

sanitize the data. A naive approach for budget allocation is to follow approaches such as QuadTree or kd-tree

to reach the desired threshold of the population. There are two critical problems with such an approach: (i)

it requires a large number of spatial splits before reaching the threshold, increasing the tree’s height, and (ii)

analysts are usually interested in the population of predeined geographic regions such as counties and cities, and

not arbitrarily generated geographic regions. Both these problems are addressed in the proposed architecture. A

critical challenge with budget allocation for predeined spatial regions is that diferent levels have varying fanouts

on the tree. To this end, we generalize the optimization formulation and solve it by applying KKT conditions.

Denote the height of the architecture by ℎarch. For the hierarchical architecture proposed in Fig. 3, this number

would be set to 3. Moreover, denote the number of nodes within the �th level of the tree by �� for � = 0...ℎarch. For

the map of the USA, the numbers are set to �0 = 1, �1 = 50, �2 = 3006, �3 = 19495, representing the count of

nodes for the country, states, counties, and cities. The optimization problem can then be formulated as

���
�0 ...�ℎarch

ℎarch︁

�=0

��/�
2
� (33)

ℎarch︁

�=0

�� = �, �� > 0 ∀� = 0...ℎarch (34)

The Lagrangian of the optimization problem is derived as:

�(�1, ..., �ℎarch
, �) =

ℎarch︁

�=0

��/�
2
� + �(

ℎarch︁

�=0

�� − �) (35)

⇒
��

���
= −
−2��

�3�
+ � = 0 (36)

⇒ �� =
(2�� )

1/3

�1/3
(37)

By writing KKT conditions and substituting into the objective function, the optimal solution can be derived as:

�� =
�data × �

1/3
�

∑ℎarch

�=0 �
1/3
�

(38)

In the above equation, �� represents the data perturbation budget derived to be used in the �-th level.

Structure Traversal. Once the tree height and the budget allocated to each level are determined, the tree’s

traversal process starts from the root node and recursively visits the descendants. For static nodes, the geographic

area is ixed, and no budget is utilized for partitioning. Upon arrival to a new node, the node’s count is sanitized

by the addition of Laplace noise with the sensitivity of one and proportional to the allocated budget. Once a
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node’s count is sanitized, the threshold is evaluated on the sanitized count, as was the case for private stop

conditions in HTF. If the count is less than the threshold, the static node turns into a dynamic one, and the HTF

algorithm is applied to the node; otherwise, the algorithm continues to visit the node’s children. Once reaching a

dynamic node, the allocated privacy budget is used as input, and the HTF algorithm is applied for sanitization,

resulting in a private histogram of the whole map.

We evaluate empirically the performance impact of the proposed scaling approach in Section 7.6.

7 EXPERIMENTAL EVALUATION

7.1 Experimental Setup

We evaluate HTF on both real and synthetic datasets:

Real-world Datasets. We use the location measurements of cell phones provided by Veraset [30]2 throughout

the USA for performance evaluation. Primarily, we focus on collected data in Los Angeles covering a 70 × 70 km2

area centered at latitude 34.05223 and longitude -118.24368. The selected data generates a frequency matrix of 3.5

million data points during a time period between Jan 1-7 2020. Additionally, we use the data collected in 6 cities

of New York, San Francisco, Seatle, Denver, Detroit, and Phoenix with the detailed statistics provided in Table 2.

Synthetic Datasets. We generate locations according to a Gaussian distribution as follows: a cluster center,

denoted by (�� , �� ), is selected uniformly at random. Next, coordinates for each data point � and � are drawn

from a Gaussian distribution with the mean of �� and �� , respectively. We model three sparsity levels by using

three standard deviation (�) settings for Gaussian variables: low (� = 20), medium (� = 50), and high (� = 100)

sparsity.

We discretize the space to a 1024 × 1024 frequency matrix. We use as performance metric the mean relative

error (MRE) for range queries. Similar to prior work [14, 23, 31, 35], we consider a smoothing factor of 20 for the

relative error, to deal with cases when the true count for a query is zero (i.e., relative error is not deined). Each

experimental run consists of 2,000 random rectangular queries with center selected uniformly at random. We

vary the size of queries to a region covering {2%, 6%, 10%} of the dataspace.

7.2 HTF vs Data Dependent Algorithms

Data-dependent algorithms aim to exploit users’ distribution to provide an enhanced partitioning of the map. The

state-of-the-art data-dependent approach for DP-compliant location publication is the kd-tree technique from [7].

The kd-tree algorithm generates the partitioning tree by splitting on median values, which are determined using

the exponential mechanism. We have also included the smoothing post-processing step from [15, 23] which

resolves inconsistencies within the structure (e.g., using the fact that counts in a hierarchy should sum to the

count of an ancestor).

Fig. 4 presents the comparison of the HTF algorithm with kd-tree approaches, namely: (i) geometric budget

allocation in addition to smoothing and post-processing labelled as KdTree (geo); (ii) uniform budget allocation

including smoothing and post-processing labelled as KdTree (uniform); (iii) HTF algorithm with the partitioning

budget per level set to �′prt = 5� − 4; and (iv) HTF algorithm with �′prt = 1� − 3. Recall that �′prt denotes the budget

per level of partitioning, and therefore, given the tree’s height as ℎ, the remaining budget for perturbation is

derived as �data = �tot − �
′
prt ×ℎ − �height. The value of �height in the experiments is set to 1� − 4, the HTF’s� value

is set to 3, and stop condition thresholds are set to no less than 5 cells or 100 data points. Moreover, for the kd-tree

algorithm, 15% of the total budget is allocated to implement the partitioning.

In Figs. 4a, 4b, and 4c, the MRE performance is compared for diferent values of �tot over a workload of uniformly

located queries with random shape and size. HTF clearly outperforms kd-tree for all height settings. Looking at the

2Veraset is a data-as-a-service company that provides anonymized population movement data collected through location measurement

signals of cell phones across USA.
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(a) �tot = 0.1, random shape and size queries. (b) �tot = 0.3, random shape and size queries.

(c) �tot = 0.5, random shape and size queries. (d) Random square queries, size 2%, �tot = 0.1.

(e) Random square queries, size 6%, �tot = 0.1. (f) Random square queries, size 10%, �tot = 0.1.

Fig. 4. Comparison with Data Dependent Algorithms, Los Angeles Dataset.

MRE performance, the kd-tree algorithm follows a parabolic shape commonly occurring in tree-based algorithms,

meaning that the MRE performance reaches its best values at a particular height, and further partitioning of the

space increases the error. This is caused by excessive partitioning in low-density areas. HTF, on the other hand,

is applying stop conditions to avoid the adverse efects of over-partitioning, and is able to estimate the optimal

height beforehand. Figs. 4d, 4e, and 4f, show the results when varying query size (for square shape queries). HTF

outperforms the kd-tree algorithm signiicantly, with an average improvement of 89% for �′prt = 1� − 3.

7.3 HTF vs Grid-based Algorithms

Grid-based approaches are mostly data-independent, and they partition the space using regular grids. The

uniform grid (UG) approach uses a single-layer ixed size grid, whereas its successor adaptive grid (AG) method
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(a) Stop Count = 10, random shape/size queries. (b) Stop Count = 50, random shape/size queries.

(c) Stop Count = 100, random shape/size

queries

(d) Random square queries, size 2%.

(e) Random square queries, size 6%. (f) Random square queries, size 10%.

Fig. 5. Comparison to Grid-based Algorithms, Los Angeles Dataset.

considers two layers of regular grids: the irst layer is similar to UG, whereas the second uses a small amount of

data-dependent information (i.e., noisy query results on the irst layer) to tune the second layer grid granularity.

Fig. 5 presents the comparison of HTF with AG and UG. For HTF, we consider several stop condition thresholds.

HTF consistently outperforms grid-based approaches, especially when the total privacy budget is lower (i.e.,

more stringent privacy requirements). For example, the percentage of improvement for the HTF algorithm with

�′prt = 1� − 3 compared to AG is 28%, 70%, and 63% for total privacy budgets of 0.1, 0.3 and 0.5, respectively.

The impact of the stop count condition on HTF depends on the underlying distribution of data points. For the

Los Angeles dataset, MRE is relatively larger for small values of �tot. The performance improves and reaches its

near-optimal values around stop count 50, and ultimately worsens when the stop count becomes larger. This
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(a) �tot = 0.1, random shape and size queries. (b) �tot = 0.3, random shape and size queries.

(c) �tot = 0.5, random shape and size queries. (d) Random square queries, size 2%.

(e) Random square queries, size 6%. (f) Random square queries, size 10%.

Fig. 6. Comparison to Data Independent Algorithms, Los Angeles Dataset.

matches our expectation as, on one hand, small values of stop count result in over-partitioning, and on the other

hand, when the stop count is too large, the partitioning tree cannot reach the ideal heights, resulting in high

MRE values.

Figures 5d, 5e, and 5f, show the obtained results for varying query sizes (2, 6, and 10% of the data domain).

HTF outperforms both AG and UG. Note that all three algorithms are adaptive and change their partitioning

according to the number of data points. Therefore, in low privacy regimes, the structure of algorithms may

cause luctuations in the accuracy. However, as the privacy budget grows, the algorithms reach their maximum

partitioning limit, and increasing the budget always results in lower MRE.
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7.4 HTF vs Data Independent Algorithms

The most prominent DP-compliant data-independent technique [7] uses QuadTrees. The technique recursively

partitions the space into four equal size quadrants. Two commonly used budget allocation techniques used in [7]

are geometric budget allocation (geo) and uniform budget allocation. For a fair comparison, we have also included

the smoothing post-processing step from [23, 32].

Fig. 6 presents the comparison results. Figures 6a, 6b, 6c are generated using random shape and size queries,

and several diferent height settings. Note that the fanout of QuadTrees is double the fanout of HTF, so the

height represented by 2� in the igures corresponds to the implementation of QuadTree with the height of � . The

error of the QuadTree approach is large for small heights, then improves to its optimal value, and rises again

signiicantly as height further increases, due to over-partitioning. Similar to kd-trees, no systematic method has

been developed for QuadTree to determine optimal height, whereas the HTF height selection heuristic yields

levels 15, 16, and 17 for the allocated privacy budget of 0.1, 0.3, and 0.5, respectively. HTF outperforms QuadTree

for all settings of �tot. As an example, the percentage of improvement in Figure 6a when the tree’s height is 16

reaches 35%. Figures 6d, 6e, and 6f show the accuracy of HTF and QuadTree for square randomly placed queries

of varying size. HTF outperforms in all cases.

7.5 Additional Benchmarks

Fig. 7. Mixed workloads, �tot = 0.1, All Datasets.

To further validate HTF performance, we run experiments on the Los Angeles dataset as well as six synthetic

datasets generated using Gaussian distribution. Fig. 7 presents the comparison of all algorithms with randomly

generated query workload and a privacy budget of �tot = 0.1. Three additional algorithms are used as comparison
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Fig. 8. Computational Time Overhead, �tot = 0.1.

Table 2. Statistics of datasets used in our experiments.

Dataset Lat Lon Variance Entropy

NewYork 40.7306 -73.9352 9.99 17.04

San Francisco 37.7739 -122.4312 36.66 15.43

Seatle 47.6080 -122.3351 16.65 16.41

Denver 39.7420 -104.9915 19.80 16.14

Detroit 42.3314 -83.0457 13.08 16.68

Phoenix 33.4483 -112.0740 14.41 16.51

benchmarks, (i) Singular algorithmś preserving diferential privacy by adding independent Laplace noise to each

entry of the frequency matrix, (ii) Uniform algorithm in which Laplace noise is added to the total count of the

grid with the assumption that data are uniformly distributed within the grid, and (iii) the Privlet [31] algorithm

based on wavelet transformations.

Fig. 7 shows that HTF consistently outperforms existing approaches. For the denser datasets (����� = 20)

the gain compared to approaches designed for uniform data (e.g., UG, AG, Quadtrees) is lower. As data sparsity

grows, the diference in accuracy between HTF and the benchmarks increases. HTF performs best on a relative

basis for lower �′prt, i.e., more stringent privacy requirements.

Finally, in Fig. 8 we present the execution time of all considered algorithms when applied to the LA dataset.

The execution time also includes response time to 200 queries with random shape and size. As it can be seen

in the igure, not only does HTF have a higher utility for the private dataset, but it is also the fastest. Such an

advantage signiicantly helps the application of HTF to large-scale datasets.

7.6 Performance Evaluation of Scaling Approach

We evaluate the approach introduced in Section 6 for scaling DP-compliant hierarchical structure construction

to large datasets. The impact of the proposed scaling approach in conjunction with HTF is compared with two

popular benchmarks on six datasets corresponding to cities throughout the USA (Table 2):
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(a) NewYork (b) San Francisco

(c) Seatle (d) Denver

(e) Detroit (f) Phoenix

Fig. 9. Evaluation of proposed scaling approach compared with benchmarks, random shape and size queries.

• Benchmark 1: Geometric budget allocation with fanout two [33]. In this case, the map is divided using

a binary tree until reaching the 1M population threshold. Given the population of USA 328M, and the

threshold of 1M, there are ⌈log2 (
328 × 109

1 × 109
)⌉ = 9 levels before reaching the threshold of dynamic nodes.

Therefore, ℎarch = 9, and the geometric progression is applied with the basis of 2, which is a special case of

the problem formulated in Equation (33), where �� = 2� for all � = 0...ℎarch.
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• Benchmark 2: Geometric budget allocation with fanout of four, previously used in QuadTrees [7]. The total

number of levels is ⌈log4 (
328 × 109

1 × 109
)⌉ = 5, leading to ℎarch = 5. This corresponds to solving the problem in

Equation (33) when the division basis is set to four, resulting in �� = 4� for all � = 0...ℎarch.

Dataset details are provided in Table 2. For each city, 1M data points are sampled from the GPS logs of the Veraset

data. Central coordinates of the cities are given in the table, and the area range is selected as ±0.6 of the center

in order to generate a 1024 × 1024 frequency matrix. The parameters selected for HTF follow Section 7.2 with

�′prt = 1� − 3.

The results of the experiments are presented in Figure 9. The proposed architecture is labeled as Hierarchical in

the igure, and the comparisons are provided for the total allocated budget of 0.5 and 1 to sanitize the whole map

of the USA. For each city, the amount of budget is calculated based on the proposed hierarchical scheme and the

two benchmarks. The improvement achieved in the utility of the published data is consistent among all six cities.

Two key trends are observed: (1) by increasing the amount of budget, the MRE is reduced, and (2) increasing the

fanout tends to preserve more budget for lower levels of the tree and therefore, results in better accuracy.

7.7 Parameter Analysis

The performance of HTF depends on several internal and external parameters that can impact the utility of the

published private histogram. In this subsection, we vary parameters one at a time to evaluate their inluence on

the algorithm’s performance. The default parameters include the Veraset LA dataset with 3.5M samples, total

privacy budget �tot = 0.1, height estimation budget �height = .001, per level partitioning budget �′prt = 1� − 3, stop

count threshold 10, and � = 3.

Privacy Budget. Recall that the total privacy budget is the summation of sanitization budget (�data), partitioning

budget (�prt) and the height estimation budget (�height). The height estimation budget is negligible compared to

sanitization and partitioning budgets, and we have already shown in the experiments that by increasing the

total privacy budget, there is a clear trend of increase in utility demonstrating the privacy-utility trade-of. In

Figure 10a, we focus on understanding how the privacy budget should be distributed between sanitization and

partitioning. The �-axis of the igure is per level of the tree, which by multiplying to the height ℎ results in the

total utilized budget for partitioning. Utility follows a parabolic trend relative to the budget. If the selected privacy

budget is too low, the algorithm fails to capture the impact of homogeneity, adversely afecting the utility. On the

other hand, when the privacy budget increases to a higher level where the budget is almost equally distributed

between sanitization and partitioning, the low sanitization budget plays a bigger role, signiicantly deteriorating

utility.

Per Level Computation � . The variable � denotes the number of times the homogeneity objective function is

evaluated for each node split on the HTF tree. A higher value of � results in an increased number of split point

candidates and inding the one that leads to more homogeneity. This comes with the drawback that less per

computation budget remains, leading to a less accurate evaluation of the objective function (�′′prt = �′prt/(2� + 1)).

Fig. 10b looks into the impact of variable � for low, medium, and high privacy regimes. For high privacy regimes,

the impact of variation in � is less severe as the sanitization budget dominates partitioning. The role of the

parameter becomes more signiicant when the privacy budget is limited. In such a scenario, the parabolic role

impact on utility can be clearly seen in the graph. For low values of � , the number of computations is not

enough to reach a good extent of homogeneity identiication. Similarly, when the value grows too large, privacy

deiciency disables the accurate identiication of the objective function lowering the utility of the published

private histogram.

Height. In Fig. 10c, we remove the height estimation mechanism which is implemented before generating the

HTF tree and run the algorithm for ixed given heights. Despite luctuations due to the Laplace mechanism, the
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(a) Privacy Budget Distribution (b) Per Level Computation

(c) HTF Tree Height (d) Stop Conditions

(e) Scale

Fig. 10. Analysis of HTF parameters.

clear trend can be seen that signiicant utility loss is imposed on the histogram when the tree’s height is short.

The performance improves as the height grows larger until it reaches the height 15 from which the performance

enters the stabilization phase due to stop conditions. The optimal value can be seen to approximately coincide

with the height estimation proposed for HTF (|� | ≈ |� |)

ℎ = log2 (
|� |�tot

10
) = log2 (

3.5 × 106 × 0.1

10
) ≈ 15 (39)
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Stop Conditions. Despite its simplicity, the use of private stop conditions can critically reine or reduce utility.

The discussion around how to handle postprocessing in the US 2020 Census magniies the importance of dealing

with negative numbers. Our proposed method to apply private stop conditions is conducted in a private way as

opposed to the approach taken by the bureau: suppressing all negative numbers in addition to allowing for more

lexible constraints such as density and homogeneity. In Fig. 10d, we look at utility for a given stop condition

applied on tree nodes. The experiments suggest that large values for stop conditions prevent HTF from eiciently

partitioning the space by early pruning the tree. Based on our observations, the selection of stop conditions

below total noise variance can eiciently improve the performance as a rule of thumb. In this case, given that the

total privacy budget �tot, the variance of noise calculated as 2/�2tot = 200. Note that, the empirical values obtained

for the errors are conirming the validity of our theoretical analysis for leaf node thresholds in Section 5. The

experiments show that the minimum error obtained for the stop count of 10 is very close to the one obtained for

the theoretically-indicated value of stop count 62.

Scale. Fig. 10e evaluates the scale-epsilon exchangeability property for HTF. This principle dictates that

increasing the scale (number of samples) has a similar efect as increasing the privacy budget. Instead of using all

3.5million datapoints in the Los Angeles dataset, we sample data uniformly at random, generating 6 datasets with

the population count of 0.5, 1, 1.5, 2, 2.5, 3 million samples. The clear trend of reduction in utility by increasing

scale conirms that the algorithm is following scale-epsilon exchangeability as the same behavior is expected by

increasing the privacy budget.

8 RELATED WORK

Among diferent approaches and metrics to achieve privacy such as cryptography [26, 27], �-anonymity [29] and

�-diversity [21], DP [10] has proven itself to be a signiicantly viable option for statistical databases including

population histograms. The comprehensive benchmark analysis in [14] showed that the dimensionality and scale

of the data directly determine the accuracy of an algorithm. For one-dimensional data, both data-dependent

and data-independent methods perform well. The hierarchical method in [15] uses a strategy consisting of

hierarchically structured range queries arranged as a tree. Similar methods (e.g., [35]) difer in their approach to

determining the tree’s branching factor and allocating appropriate budget to each of its level. Data-dependent

techniques on the other hand exploit correlation in real-world datasets in order to boost the accuracy of histograms.

They irst compress the data without loss: for example, EFPA [1] applies the Discrete Fourier Transform, whereas

DAWA [17] uses dynamic programming to compute the least cost partitioning. The compressed data is then

sanitized, for example, directly with LPM [1] or with a greedy algorithm that tunes the privacy budget to a sample

query set given in advance [17]. Privlet [31] compresses data through a wavelet transformation such that the the

noise incurred by a range query scales proportionately to the logarithm of its length.

In the 2D scenario, the main focus is on spatial datasets that exhibit sparse and skewed data distributions,

where only data-dependent approaches tend to be competitive. General-purpose mechanisms such as the matrix

mechanism of Li and Miklau [18, 19] and its workload-aware counterpart DAWA [17] operate over a discrete 1D

domain, and may be extended to spatial data by applying a Hilbert transform to the 2D data representation [14].

However, approaches specialized for answering spatial range queries, such as UG [23], AG [23], QuadTree [7]

and kd-tree [33] outperform general-purpose mechanisms [14]. Xiao et al. [33] present the earliest attempt at a

DP-compliant spatial decomposition algorithm based on the kd tree. It irst imposes a uniform grid over the data

domain, and then constructs a private kd tree over the cells in the grid. While the simplicity of the approach is

appealing, the split criterion is solely based on the median, leading to high-sensitivity and split partitions with

low intra-node homogeneity.

Recent work focuses on high-dimensional data, where the key idea is to reduce the impact of the higher

dimensionality. The most accurate algorithm in this class is High-Dimensional Matrix Mechanism (HDMM) [22]
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which represents queries and data as vectors and uses sophisticated optimization and inference techniques to

answer them. DPCube [32] searches for dense sub-cubes to release privately. Some of the privacy budget is used

to obtain noisy counts over a regular partitioning, which is then reined to a standard kd-tree. Fresh noisy counts

for the partitions are obtained with the remaining budget, and a inal inference step resolves inconsistencies

between the two sets of counts.

In contrast to DP-compliant aggregate statistics published by a data curator, signiicant work has also been

devoted to preventing the data curators themselves (such as a location based service provider) from inferring a

mobile user’s location in the online setting [2, 11, 24]. Spatial �-anonymity (SKA) [11, 12] generalizes the speciic

position of the querying user to a region that encloses at least � users. Geo-indistinguishability [2] extends the

DP deinition to the Euclidean space and obfuscates user check-ins to protect the exact location coordinates.

Synthesizing privacy-preserving location trajectories is explored in [3]. Finally, reporting high-order statistics of

mobility data in the context of DP has been pursued in [5, 6, 35], where the focus is on releasing trajectories

using noisy counts of preixes or �-grams in a trajectory.

9 CONCLUSIONS AND FUTURE WORK

We proposed a novel approach to privacy-preserving release of location histograms with diferential privacy

guarantees. Our technique capitalizes on the key observation that density homogeneity within partitions of the

constructed index structure reduces the error introduced by DP noise. We devised low-sensitivity strategies for

inding split coordinates in a DP-compliant way, and implemented efective privacy budget allocation strategies

across diferent stages of the data sanitization process. In future work, we plan to extend our approach to trajectory

data, which are more challenging due to their high-dimensionality. We also plan to combine our data sanitization

techniques with machine learning approaches, in order to further boost the accuracy of DP-compliant location

queries.
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